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We consider a single theta neuron with delayed self-
feedback in the form of a Dirac delta function in time.
Because the dynamics of a theta neuron on its own can
be solved explicitly — it is either excitable or shows
self-pulsations — we are able to derive algebraic
expressions for existence and stability of the periodic
solutions that arise in the presence of feedback.
These periodic solutions are characterized by one
or more equally spaced pulses per delay interval,
and there is an increasing amount of multistability
with increasing delay time. We present a complete
description of where these self-sustained oscillations
can be found in parameter space; in particular,
we derive explicit expressions for the loci of their
saddle-node bifurcations. We conclude that the theta
neuron with delayed self-feedback emerges as a
prototypical model: it provides an analytical basis for
understanding pulsating dynamics observed in other
excitable systems subject to delayed self-coupling.
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1. Introduction
The theta neuron model, or theta neuron for short, is a mathematical model designed to capture
essential features of spiking or bursting neurons [1]. It takes the form of a differential equation
for a single angular variable θ(t) 2 (�π, π]
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Figure 1. Coexisting stable periodic solutions of Eq. (1.1) for κ = 1, τ = 20 and I = −0.01. Note that when θ reaches

π from below it is reset to −π.

details of the excitability are not important when it comes to identifying underlying principles
of self-sustained oscillations in the presence of delayed feedback. Figure 1 shows three periodic
solutions of Eq. (1.1) that coexist and are characterized by one, two and three equidistant pulses
being regenerated in the feedback loop over one delay interval. It is the existence and stability
of these types of solutions that are the focus of this paper. The key technical property that we
make use of here is that the dynamics of the theta neuron with delta-function self-feedback can
be described equivalently by a discrete map for the spike times. Hence, periodic solutions of (1.1)
correspond to periodic points under iteration, and their stability can be calculated explicitly by
linearizing the map.

A number of other authors have studied oscillators with pulsatile interactions [18–20],
exploiting the fact that it is often possible to explicitly calculate the effects of these interactions.
One example is the leaky integrate-and-fire neuron [19], featuring a reset when the firing
threshold is reached, which can be solved explicitly. However, that neuron model has the
disadvantage of being phenomenological, whereas the theta neuron has been derived from a
more complex Hodgkin-Huxley type model via the technique of phase reduction [1,2]. Note
further that (1.1) is exactly equivalent under the transformation V = tan (θ/2) to the quadratic
integrate-and-fire (QIF) neuron given by the equation

dV

dt
= I + V 2 + κ

X
i:−τ<ti<0

δ(t � ti � τ) (1.2)

for the voltage V , along with the rule that if V (t−) = 1 then V (t+) = �1 [21,22]. We will use
this equivalence several times below to derive solutions of the theta neuron model.

We consider here two important subcases of Eq. (1.1): the case of I < 0 when the theta neuron
is excitable and has positive (excitatory) self-coupling for κ
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self-coupling. For ease of notation we define the input current I separately as

I =

(
�I2

m I < 0

I2
p I > 0

(1.3)

for these two cases. In Sec. 2 we consider the case of �I2
m = I < 0 and κ > 0 of the excitable theta

neuron with excitatory self-feedback; we derive the existence of periodic orbits, determine their
stability analytically, and give an explicit expression for the saddle-node bifurcations of these
orbits. Section 3 concerns the case I2

p = I > 0 of a theta neuron firing periodically even without
any feedback. We derive existence and stability of periodic orbits for κ > 0 and then show that
these are related to those for κ < 0 via a simple geometric transformation; again, curves of saddle-
node bifurcations are given explicitly. In Sec. 4 we consider the theta neuron with a feedback
term that is smooth, rather than a delta function. The resulting system needs to be studied
numerically, and we find that for both I < 0 and I > 0 the dynamics for excitatory coupling with
κ > 0 are qualitatively as those of (1.1). For I > 0 and κ < 0
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past firing times are evenly spaced with time T between them, meaning that T is the period of
oscillation. It follows that

τ

n + 1
< T <

τ

n
.

The time until the neuron feels the next delta function is τ � nT , which is less than T . Since
θ(0) = π we have from (2.3) that

θ(τ � nT ) = 2 tan−1 [�Im coth [Im(τ � nT )]].

The delta function moves θ to the new value:

θ(τ � nT +) = 2 tan−1
�
tan

�
θ(τ � nT −)

2

�
+ κ

�
. (2.4)

Assuming that tan [θ(τ � nT +)/2] > Im, i.e. we are above the upper fixed point, the phase θ

continues to increase and the neuron fires after a further time ∆. Again using (2.3), this happens
when

π = 2 tan−1

�Im coth

Im∆ � coth−1

 tan (
θ(τ−nT +)

2 )

Im

,

or, equivalently, when

Im∆ � coth−1

 tan (
θ(τ−nT +)

2 )

Im

 = 0. (2.5)

Substituting (2.4) into (2.5) we get

∆ =
1

Im
coth−1 [κ/Im � coth [Im(τ � nT )]] .

We know that the amount of time the neuron waits before the delta function acts, (τ � nT ) plus
∆, has to equal T , i.e. ∆ + τ � nT = T . Thus we have ∆ = (n + 1)T � τ and finally

(n + 1)T = τ +
1

Im
coth−1

�
κ

Im
� coth [Im(τ � nT )]

�
. (2.6)

Recall that this expression is valid only for τ
n+1 < T < τ

n . For n = 0 (2.6) gives the period T

explicitly in terms of the other parameters. The periodic solutions shown in Fig. 1 with one up to
three equidistant spikes per delay interval of length τ = 20 in panels (a), (b) and (c) correspond to
n = 0, 1 and 2, respectively.

Note from (2.6.) we as . Tf .  . Td [(The)-([)]TJ/F/F . Tf .   [()n+ 1)T



6



7



8

rsta.royalsocietypublishing.org
P

hil.
Trans.

R
.S

oc.
A

0000000
..................................................................

λ = 1. So if γ 62 f0, 1g then λ = 1 is the only root of g with magnitude 1. The case γ = 0 is
ruled out and the case γ = 1 is covered by (ii).

(iv) Differentiating g(λ) = 0 with respect to γ we have

(n + 1)λn dλ
dγ �

�
λn + γnλn−1 dλ

dγ

�
+ 1 = 0

) dλ
dγ = λn−1

λn−1[λ(n+1)−γn]
. (2.15)

Now if γ 6= (n + 1)/n (i.e. away from this instability), we have dλ
dγ jλ=1 = 0, reflecting that

the root λ = 1 of g is always present. However, if γ = (n + 1)/n we have

dλ

dγ
=

λn � 1

(n + 1)(λn � λn−1)
,

which is undefined at λ = 1. With L’Hopital’s rule we have

lim
λ→1

dλ

dγ
= lim

λ→1

nλn−1

(n + 1)[nλn−1 � (n � 1)λn−2]
=

n

n + 1
> 0.

This is the speed at which the root leaves the unit circle.
(v) The only instability occurs when h(1) = 0, i.e. when γ = (n + 1)/n. When γ = 1 the orbit

is stable, so it must be stable for 0 < γ < (n + 1)/n.
(vi) For superstability we have γ = 1, which (from the definition of γ in (2.10)) implies that

κ = 2 coth (τ � nT ). (2.16)

The equation for the existence of a periodic orbit is (2.7), and differentiating it with respect
to τ we get

csch2[(n + 1)T � τ ]

�
(n + 1)

dT

dτ
� 1

�
= csch2(nT � τ)

�
n

dT

dτ
� 1

�
. (2.17)

By using the identity csch2x = coth2 x � 1 and substituting (2.7) into (2.17), then

:
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Figure 2. Roots in the complex plane (with the unit circle shown) of the function g(λ) from (2.12) for n = 4 as its

parameter γ (represented by the colour bar) is varied for 0 ≤ γ < 1
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Figure 3. Branches of periodic solutions for n = 0, 1, 2, 3, 4 (see legend) of (1.1) with negative current I , shown by their

period T as a function of the delay τ . Periodic solutions are stable along solid curves, unstable along dashed curves, and

superstable at the minima of T ; stars indicate saddle-node bifurcations. Here, I = −I2
m = −1 and κ = 5.

For κ = 5 we obtain the solution τ∗ = coth−1 (κ � 1) � 0.25541, which is the position of the
vertical asymptote in Fig. 3. The minimum in T of this curve for n = 0 occurs at (τ, T ) =

(
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Figure 4. The Floquet multipliers of the different stable periodic solutions with n = 0, 1, 2, 3, 4 (see legend) for τ = 4 in

Fig. 3, as computed from (2.12). Here, I = −I2
m = −1 and κ = 5. Compare with Fig. 2.

minimum at (τ, T ) = (T /2, T ) on the primary branch. It follows that the minimum on the n = 1

branch is at (τ, T ) = (3T /2, T ), on the n = 2 branch at (τ, T ) = (5T /2, T ), and on the nth branch
at (τ, T ) = ((2n + 1)T /2, T ). Thus, we conclude that the minimum on the nth branch occurs at its
(nontransverse) intersection point with the line T = 2τ/(2n + 1).

We conclude this section by considering the properties of the different stable periodic solutions
in the region of multistability. Figure 4 shows the sets of Floquet multipliers for the stable
solutions given by (2.7) with n = 0, 1, 2, 3, 4 at τ = 4 in Fig. 3. As discussed in Sec. (b), these
multipliers are roots of the polynomial g(λ) from (2.12) and can, thus, easily be found numerically
for any value of γ (see (2.10)) which in turn depends on κ and τ . For solutions such as those
in Fig. 3, the parameter
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Figure 5. Bifurcation curves in the (τ, κ)-plane for n = 0, 1, 2, 3, 4, 5, 6 (see legend) of (1.1) with negative current I ;

compare with Fig. 3. The curve for n = 0 (black) is the locus of homoclinic bifurcation of the primary branch; no periodic

solutions exist below and to the left of this curve. The curves for n = 1, 2, 3, 4, 5, 6 are the saddle-node bifurcations of

the secondary branches. Here, I = −I2
m = −1.

(τ
(1)
0 , T (1))

(τ
(2)
0 , T (2))

(T /2, T )
�

Figure 6. The points (τ
(n)
0 , T (n)) (red crosses) on the primary branch of periodic solutions (blue curve) converge to its

minimum at (τ, T ) = (T /2, T ); these points map to the points of saddle-node bifurcation on the nth branch at (τ
(n)
0 +

nT (n), T (n)); compare with Fig. 3. Here, I = −I2
m = −1 and κ = 5.

where we have taken the physically meaningful of the two possible solutions. Substit1itgg (
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In Fig. 6 the first 100 of the points T (n) for κ = 5 in (2.24) are plotted on the primary branch.
This illustrates that T (n) converges to the value T at the minimum of the primary branch. Indeed,

lim
n→∞

κ(1 + n) �
q

1 + κ2(n2 + n) = κ/2

and
lim

n→∞
T (n) = 2 coth−1 (κ/2) = T .

The value of τ at which the saddle-node bifurcation of the nth branch occurs is τ (n) = τ
(n)
0 +

nT (n); this expression depends on κ and the curves in Fig. 5 were obtained by plotting τ (n) as a
function of κ for various n s indicated.

3. Oscillating theta neuron for positive current
We now consider (1.1) with a positive current I = I2

p > 0, which means that the uncoupled theta
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As before, we can rescale either Ip, κ or τ to be 1, so set Ip = 1 and rewrite (3.2) as

(n + 1)T = τ +
π

2
� tan−1

h
κ + tan

�
τ � nT +

π

2

�i
. (3.3)

This is the equation relating the period T to the other parameters τ and κ, for a given integer n.
As above, for n = 0 expression (3.3) gives T explicitly as

T (τ) = τ +
π

2
� tan−1

h
κ + tan

�
τ +

π

2

�i
= τ +

π

2
� tan−1 [κ � cot τ ], (3.4)

which is valid for 0 � τ � π. Note that, when I = Ip = 1, dθ/dt = 2 except at the times at which
the feedback acts, which simplifies the derivations below.

(b) Stability of periodic solutions for positive current
Determining the stability for I = I2

p > 0 is also similar to the excitable case. Assume again that the
neuron has just fired at time t0 and there are n past firing times in (�τ, 0). We wait τ � (t0 � t−n)

until the delta function acts, which maps θ from

θ(τ � t0 + t−
−n) = π + 2(τ � t0 + t−n)

to

θ(τ � t0 + t+
−n) = 2 tan−1

"
tan

 
θ(τ � t0 + t−

−n)

2

!
+ κ

#
.

We then wait a time ∆ until the neuron fires at time t1, where

π = 2∆ + θ(τ � t0 + t+
−n).

Thus

t1 = t0 + (τ � t0 + t−n) + ∆ = τ + t−n +
π

2
� tan−1

h
tan

�
τ � t0 + t−n +

π

2

�
+ κ

i
and, in general,

ti = τ + ti−n−1 +
π

2
� tan−1

h
tan

�
τ � ti−1 + ti−n−1 +

π

2

�
+ κ

i
.

This is a map giving the next firing time, ti, in terms of the previous ones, back to ti−n−1.
Perturbing the firing times defined by this equation as in Sec. 2(b), we obtain the same matrix
J as in (2.11). However, now for a periodic orbit with period T we have

γ =
sec2 (τ � nT + π

2 )

1 +
�
tan (τ � nT + π

2 ) + κ
�2

=
csc2 (τ � nT )

1 + [κ � cot (τ � nT )]2
, (3.5)

which is clearly positive for any value of κ.

(c) Branches of periodic orbits for positive current
As in Sec. 2(c), the primary branch of periodic solutions is given by (3.4
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Figure 7. Branches of periodic solutions for n = 0, 1, 2, 3, 4, 5 of (1.1) with positive current I and positive κ, showing

their period T as a function of the delay τ . Periodic solutions are stable along solid curves, unstable along dashed curves,

and superstable at the minima of T and at the maxima of T with τ > 0; stars indicate saddle-node bifurcations. Here,

I = I2
p = 1 and κ = 2.

in (1.1) the term 1 + cos θ is equal to zero, so the feedback can have no effect. The period of this
free oscillation is π/Ip = π. For the chosen value of κ the primary branch is entirely stable. On the
other hand, all secondary branches have two saddle-node bifurcations on them, with an unstable
middle sub-branch. Notice also that the secondary branches are increasingly tilted to the right as
n increases, leading again to an increasing level of multistability with increasing τ .

A periodic orbit is superstable when dT/dτ = 0, and this again occurs at the minima of the
period but now also at the maximum period (with τ > 0) where neighbouring branches meet.
Differentiating
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0

Figure 8. Branches of periodic solutions for n = 0, 1, 2, 3, 4, 5 of (1.1) with positive current I and negative κ, showing

their period T as a function of the delay τ . Periodic solutions are stable along solid curves, unstable along dashed curves,

and superstable at the minima of T ; stars indicate saddle-node bifurcations. Here, I = I2
p = 1 and κ = −2; compare

with Fig. 7.

For positive current I = 1 and given n � 0, the nth branch of periodic orbits of (3.3) for κ = K > 0 maps
to the nth branch for κ = �K < 0 under rotation over π about the point

(τc, Tc) = (( c/)
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0 /2 3

Figure 10. The pulsatile function P (θ) given in (4.2) as used in the theta neuron with smooth self-feedback (4.1).

to the possibility of multistability. The case of excitatory self-feedback is shown in the upper half
of the (τ, κ)-plane where κ > 0. Notice that the respective cusp points, where the two curves
defined by (3.10) come together, are minima here. Figure 9 also shows the curves of saddle-node
bifurcations for n = 1, 2, 3, 4, 5 for the case of inhibitory coupling, namely in the lower half of the
(τ, κ)-plane where κ < 0. These curves can be obtained from Eq. (3.10) (via (3.9)), now for negative
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Figure 11. Coexisting stable periodic solutions of Eqs. (4.1)–(4.2) for I = −1, κ = 2 and τ = 4. Note that when θ

reaches π from below it is reset to −π. Compare with Fig. 1.

orbits must be expected to undergo standard bifurcations; see, for example, [39–42]. Periodic
solutions of DDEs such as (4.1)–(4.2) are not known analytically but must be found with numerical
methods [43,44]. To find (stable) periodic solutions we numerically integrate Eq. (4.1)–(4.2) with
Matlab’s dde23 integration routine. We then continue such periodic solutions in a parameter
with the software DDE-BIFTOOL [31]. This allows us to compute branches of periodic solutions,
regardless of whether they are stable or not, to identify their bifurcations, and to continue the
respective bifurcation curves in a two-dimensional parameter space.

(a) Excitable smooth theta neuron
We again first consider the case of an excitable smooth theta neuron with I < 0, which means that
we must have κ > 0 in (4.2) to obtain self-sustained solutions. Figure 11
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Figure 12. Branches of periodic solutions for n = 0, 1, 2, 3 (left to right) of Eqs. (4.1)–(4.2) with negative current I , found

by numerical continuation and shown by their period T as a function of the delay τ . Periodic solutions are stable along

solid curves and unstable along dashed curves; stars indicate saddle-node bifurcations. Here, I = −1 and κ = 2, and

the three stable solutions in Fig. 11 are those at τ = 4. Compare with Fig. 3.
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0 2 4 6 8 10

Figure 14. Periodic solutions of (4.1)-(4.2) with positive current I and positive κ, shown by period T as a function of

the delay τ . This single branch was found by numerical continuation and has been split up at its maxima into segments

associated with additional firing events n = 0, 1, 2, 3, 4, 5. Periodic solutions are stable along solid curves and unstable

along dashed curves; stars indicate saddle-node bifurcations. Here, I = 1 and κ = 1. Compare with Fig. 7.

This is quite remarkable given that the feedback spike P (θ) in (4.2) is of a considerable width and
not close to a Dirac delta function.

(b) Intrinsically oscillating smooth theta neuron
We now consider the smooth theta neuron (4.1)–(4.2) with positive I when, in the absence of
coupling, the neuron fires periodically with period π/

p
I . When κ is positive the self-coupling is

excitatory and numerical continuation started from a stable periodic solution results in the single
branch of periodic solutions shown in Fig. 14. While the periodic solution varies smoothly along
the branch, successive segments of it can still be associated with an increasing number of firings
within a single delay period. We find that the transitions between consecutive numbers of firings
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Figure 15. Saddle-node bifurcation curves in the (τ, κ)-plane with n = 1, 2, 3, 4, 5 (see legend) of Eqs. (4.1)–(4.2) with

positive current I = 1, found by numerical continuation from the respective saddle-node bifurcations in Fig. 14. Compare

with Fig. 9 for κ > 0.

Figure 16.
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0 10 20 30 40 50 60 70 80 90 100

time, t

-2

0

2

Figure 17. Solutions of (4.1)–(4.2) with I = 1 and κ = −1 for τ = 2.9 (a), τ = 3.05 (b) and τ = 3.3 (c) illustrate period-

doubling to chaotic spiking.

respectively. The statement that the solution in panel (c) is chaotic has been checked by verifying
that it features a positive Lyapunov exponent.

Overall, we find a more diverse picture for the case that the theta neuron is intrinsically
oscillating. For excitatory self-feedback there is still excellent agreement between the theta
neuron (1.1) with Dirac delta function and the smooth theta neuron (4.1)–(4.2). For inhibitory self-
coupling, on the other hand, we still find a single branch with pairs of saddle-node bifurcations as
for system (1.1), but the smooth DDE (4.1)–(4.2) now features additional bifurcations that lead to
more complicated dynamics in certain ranges of the delay τ , including chaotic spiking. It might
be argued that this more complex behaviour results from the somewhat non-physical nature of
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techniques) in different contexts as well [7,13]. To test the predictive power of our results for delta-
function feedback, we investigated a single theta neuron with smooth delayed self-coupling. This
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